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A US National Science Foundation production cloud
environment

+ Ease-of-use focus, rapid on-ramp to XSEDE/ACCESS

interactive computing and persistent services for
science gateways

+ Enables configurable environments;

Now with GPUs,
large-memory,
more faster PB!
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U.S. National Science Foundation (NSF) envisions an agile, integrated, robust,
trustworthy and sustainable Cl ecosystem that drives new thinking and
transformative discoveries in all areas of S&E research and education.

« View Cl more holistically...
» Recognize and support the translational research continuum...
« Develop a strategy that balances innovations with stability and continuity...

« Work closely with the diverse S&E communities to tightly couple discovery
and innovation...

« Achieve new levels of usability by easing the pathways for discovering,
accessing, understanding, and utilizing powerful Cl capabilities...

From: OAC Vision & Blueprint: Overview and Computational Ecosystem (Apr 2019)



» Jetstream began in 2014, production in 2016, retired 2022

» Simultaneous pilot & production Jetstream kick-started the
«  Services to 18,714 researchers and educators (8,836 students) on EHT's cloud computing
1,220 projects in 69 fields of science for individuals at 399 effort
institutions — Chi-kwan Chan

* Provided 7x the educational service units as any other XSEDE
resource.

* The 63 science gateways that utilized Jetstream indirectly supported
over 183,197 people.

» Six year of operations an overall availability of 98.54%, incl. planned

and unplanned outages ‘

* Anuptime of 99.9967% where the system was operating but at a
reduced capacity

Award details:

Black hole Sagittarius A
/ Courtesy https://www.nature.com/articles/d41586-022-01320-y


https://www.nsf.gov/awardsearch/showAward?AWD_ID=1445604

JS2 - Award & Acceptance Timeline

Oct 2020 — Oct 2021 — Oct 2022 —
Sep 2021 Sep 2022 Sep 2023
PY1 PY2 PY3
Dec 2020 — Apr-Aug Sep 2021 -
m
e Award Start e Purchase e System Arrival e Performance e NSF
Orders & Stability Acceptance
Testing Review

Jetstreame



Early Operations Projects & Activity

First Pl invitations and projects added in
February 2022

Project migrations in May — July 2022

Q12023: 333 projects and 1,882
individuals (499 students)

>900 unique people have created JS2
instances to date

Includes multiple science gateways and
education/training allocations

Full production in September 2022 after
NSF approval

Retired Jetstream[1] in July/August 2022

Jelstreame

"Bike Exchange - 2009 IU Women's Little 500" by
Indiana Public Media
Flickr CC BY-NC 2.0



Allowing APl access and full control
(root privileges)

“Indefinite workflows” — allowing
instances to run continuously -
providing Pls renew their allocations

Development of trial allocations

Flickr user MattHurst — Broken Blackberry

Forcing small allocations into the
research allocation process

Lack of multi-year allocations
Lack of shared data set storage

Multiple user Domains



Storage capacity -> Larger HDD pool and new
flash storage

Homogeneous hardware -> Inclusion of NVIDIA
GPUs (via vGPUs) and memory diversity '

Separate OpenStack domains -> Unification of S 41

Atmosphere domaln D.Y. Hancock — Castello di Nipozzano 2017

Virtual networking architecture/maintenance -> Increase offload capabilities
via Cumulus Networks software and Mellanox hardware (NAT & simulation)

Acceptance & integration into national Cl ecosystem -> Changes to our
metrics/KPls & accounting processes

Deployment diversity -> Leverage single technology for config management
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Conceptual Jetstream?2 Architecture
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JeLstream

Platform Overview
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Jetstream2 Core System




Production & Pilot

Vision for Jetstream?2 is that it functions as a

production system yet does not cede our pilot roots.

» Obsolescence vs Maturity & graceful aging

« Carry new lessons into the future

Imitation is the sincerest form of flattery
* Influenced design of many other systems
« Distinct utility, focus, and inclusion

» Reflecting on Why?

"Metamorphosis” by h.koppdelaney

W Flickr CC BY-ND 2.0



Be early & adaptive

* Changed major items to lessen delays
« Water cooling, CPU configs, order and deployment, benchmarking, integration
Prioritize people

« Cyberinfrastructurel includes people
» Highly distributed teams (NY-NZ)

Be patient, have grace

» Capacity to accept or tolerate delay, trouble,
or suffering without getting angry or upset

* You control your reaction, not the situation

/) ISIGUCCS 2010 - https://doi.org/10.1145/1878335.1878347



Enhancing laaS model of Jetstream:

» |Improved orchestration support

« Elastic virtual clusters

« Federated JupyterHubs

« Ease storage sharing (CephFS w/Manila)

Feb 12, 2019 — Jet stream region called “Jet N6"

Commitment to uptime NASA/JPL-Caltech/SWRI/MSSS/Kevin M. Gil

» Critical for science gateway hosting cores of next-gen AMD EPYC

» Hybrid-cloud support processors

Revamped User Interface NVIDIA A100 GPUs will provide

vGPUs via NVIDIA's MIG feature
of storage (NVMe and disk hybrid)
« 100GbE Mellanox network

« Unified instance management
« Multi-instance launch

J/



A Messages 63 Settings (@ GetSupport (@ About  Logout [

Home > Project TG-CCR19 s > Instance formally_trusty_urchin
iu.jetstream-cloud.org - TG-CCR190024 Remove Allocation (>

A Vessages Settings (@ GetSupport (@ About  Logout [
{‘;} 3 Instance formally_trusty_urchin 2 Actions

d 19 minutes ago © 1836338 Lock Prevent further instance actions until it is unlocked

from ir JS-API-Featured-CentOS8-Latest

iU.JetStream'Cloud.org - TG'CCR1 90024 Remove Allocation [ Status ‘Eﬂ - 0

uuIb 2bc77f59-73bf-470f-95b6-51dc31d7577f &

Home Project TG-CCR190024
suspend Save execution state to disk

Shelve Shut down instance and offload it from compute host

con )

= Instances Flavor m1.small Image Create snapshot image of instance
SSH Public Key Name cmart

Reboot

IP addresses 1491651573 @ Restart instance

Instances used 11 of 25 total Cores used 26 of 132 total RAM used 100 of 388 GB
Public IP Address

_ - - Unassign

1P Details Action History

Destroy instance

Volumes Attached Action Time

Select All
(none) create 19 minutes ago (2021-10-26 20:10:54 UTC)

Attach volume
. formally_trusty_urchin System Resource Usage
Interactions

CPU Usage

SLUEVERR optionally_certain_longhorn with GUI >~ Web Shell ) Percent

D web Desktop ® 5.

wildly_united_mite 50
>_ Native SSH: exouser@149.165.157.3 & (
254

Hiding 8 Instances created by other users

@ Console . . . .

Show v 01:16 PM 01:20 PM 01:23 PM 01:26 PM
Password Memory Usage

Try logging in with username "exouser" and the following password: Peqcoec;nl

& Volumes
Show password 75

50
Volumes used 2 of 10 total Storage used 279 0f 1,100 GB 25 e

01:16 PM 01:20 PM 01:23PM 01:26 PM

//exosphere.Jetstream-cloud.org or try.exosphere.app



https://exosphere.jetstream-cloud.org/
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X  New Deployment & JETSTREAM 2 / BI0220047

C & cacaojetstream-cloud.org

< cacao Jetstreame

Hoog A Home

Deployments

Select a template that best describes what you want to do:

Credentials simple launch of one or more vms

openstack-single-image
Help

launch a multi-vm zero-to-jupyterhub

Cloud Automation & Continuous Anal stration

Jetstream2 Alpha Release

launch a multi-vm kubernetes cluster (k3s)
Thank you for participating in the Jetstream2 Alpha release. P e the

following a bmit any additional feedback
as you use the application.

VIEW KNOWN ISSUES SUBMIT FEEDBACK

launch instances for a workshop

Allocations

TRA220028 TRA160003

Je
% Used

1,000,000 SUs 1% Used 2,000,000 SUs 5% Used

You have 115 days remaining of current allocati

ave 87 days remaining of current

Featured Learning

0] 0]
e Continuous Analysis 101 e Jetstream?2 Basics e Manage Resources

Learn how J y about worksy y providers and Learn about how to manage resources to maximize

hitps://cacao.jetstream-cloud.org



https://cacao.jetstream-cloud.org/

Operations highlights HIGI}II..{IEHTS

una BanDa TRiBuTo A BOB DYLAN

« OpenStack upgrades Wallaby -> Zed A -
« Shared storage availability (Manila) |
« Using CI/CD for image build pipeline
« Weekly updates (vs periodic)
» Allows more distros (currently 7)

» Allows reuse of our pipeline for others

https://gitlab.com/jetstream-cloud/ , ‘ :
« Launched a "software store” using CephFS DON'T BOO ME TOUR 2006
and LMOD AGORA CAFE

C/ ORZAN, N. 27
JUEVES 20 JULIO - 23:00 H

www.thehighlights.es

e tream "The Highlights" by desto del Rio
Flickr CC BY 2.0


https://gitlab.com/jetstream-cloud/

Dynamic Connections

Importance of leveraging other projects

XSEDE -> ACCESS

Exosphere

CyVerse — CACAO

Globus

Custos / Cl Logon

Open Source (KVM, Ceph, Salt ...)

Jetstreamg

Monterey Bay Aquarium —D. Y. Hancock



"You can't recycle wasted time..." by H M Cofterill
Flickr CC BY-NC-ND 2.0
Generated with stable diffusion on a Jetstream?2
instance with NVIDIA A100 vGPUs

J/



Nearing end of YR 1 operations
Prepare for panel review (April 2023) 5
Integrate new partners
Survey JS2 community
Grow the community, focus on new tools ‘[

and approaches e [

"Look Ahead!" by brenkee
Flickr CC0O 1.0

Support hybrid science gateways
Upgrade, share, and evolve
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